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We consider the inverse problem of recovering u from noisy observa-

tions of A−1u, where A−1 : X → Y is an injective bounded operator

and X ,Y separable Hilbert spaces. We model this as y = A−1u + ξ,

where ξ is Gaussian noise, ξ ∼ N (0, λ−1C1), for some positive scal-

ing λ−1 modelling the noise level. We adopt a widely used Hierar-

chical Bayesian approach assuming a Gaussian prior on the unknown,

u ∼ N (0, δ−1C0) for some positive scaling δ−1, and Inverse Gamma hy-

perpriors, λ ∼ Γ(αλ, βλ), δ ∼ Γ(αδ, βδ). We are interested in the case

where X ,Y are infinite-dimensional, however, in such cases in practice

the statistical inference is implemented in RN . Working in RN , we can

apply the Bayes rule to get the posterior distribution P(u, λ, δ|y) which

is the object of interest in the Bayesian setting. The choice of distri-

butions is conjugate to the model giving an explicit form for the con-

ditional distributions P(u|λ, δ, y), P(λ|u, δ, y), P(δ|u, λ, y), and making

natural the use of the Gibbs sampler to sample the posterior. The goal

of this talk is to explain the dimension dependence of the Gibbs sam-

pler. In particular, we show that as N →∞ the chain mixes rapidly in

the scale of the inverse noise covariance, but poorly with respect to the

scale of the inverse prior covariance. We propose a reparametrization

of the problem which is stable with respect to the increase in dimension.

This is joint work with John Bardsley (Montana), Omiros Papaspiliopou-

los (Barcelona) and Andrew M. Stuart (Warwick).
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